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1. Introduction

Recently, the interest in investment has increased as the price 
of various assets has risen sharply. As a result, demand for real 
estate investment, a traditional investment asset, is also pouring 
in. There are many ways to invest in real estate assets, and 
among them, the method through an auction is in the spotlight. 
Since the auction is a method in which investors take a certain 
amount of risk, it has the advantage of being able to receive a 
bidding at a price relatively lower than the market price. In 
Korea, the auction method for real estate is usually based on a 
deadline or a period auction. In the write-in bidding method, 
bids are submitted on the day of the auction, so the bids of 

other bidders cannot be known. In such a situation, in order  
to receive a bidding for an auction item most efficiently, it is  
necessary to accurately predict the bidding rate of the item and 
receive a bid.

The hedonic price model, which is a linear regression model, 
has been mainly used to predict the value of real estate. The 
hedonic price model is a method used for estimating the value 
of non-market goods. Since residential real estate has both 
characteristics of market goods and characteristics of non-mar-
ket goods, this model was mainly used for price prediction. As 
it is a method to measure the intrinsic value of real estate, the 
price of real estate is used as the dependent variable, and the 
intrinsic characteristics of real estate, such as the number of 
floors, exclusive area, etc., are used as independent variables. 
However, since it is basically a linear regression model, it 
assumes equal variance, linearity, normality, and independence 

[1,2].
Machine learning is used in many ways, such as supervised 
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learning, unsupervised learning, and reinforcement learning, 
and has been in the spotlight in many fields because it shows 
better performance than the existing statistical-based regres-
sion model. The machine learning method basically consists 
of gradient descent. If the error function is a concave or con-
vex function, there must be a minimum point, and the direc-
tion in which the gradient vector has the maximum change is 
the direction of the gradient. Therefore, if you go in the oppo-
site direction of the slope, you can find the minimum point in 
principle. In the past, when the number of layers increased, a 
vanishing gradient problem occurred or the learning time was 
too long, making it difficult to use. These days, algorithms 
and optimization functions have been developed to solve the 
above problems, and computing power has increased expo-
nentially compared to the past, reducing the difficulty of using 
machine learning [3,4].

Real estate data is unstructured data, and there is no fixed 
arrangement method and it does not have linearity. In predict-
ing nonlinear data, machine learning methodologies can be 
more useful than traditional linear regression methodologies. 
For this reason, recent studies to apply machine learning or 
deep learning algorithms to evaluating the value of real estate 
are actively underway.

Recently, machine learning models showing good perfor-
mance in regression problems are ensemble-based models 
such as Random Forest, XGBoost, and CatBoost, and deep 
learning still mainly uses DNN. In previous studies, machine 
learning techniques showed better performance than simple 
linear regression. In this paper, we try to show that Model 
Stacking, an ensemble technique not used in previous studies, 
can derive better predictions than other existing machine learn-
ing methods.

The bidding rate prediction problem has a correct answer, 
so supervised learning must be used, and since the bidding 
rate, an independent variable, is a real number, a regression 
model must be used, so the above-mentioned model is suit-
able. Machine learning is data-based learning, and the amount 
of data is large and the better the quality, the better the perfor-
mance. The quantity can be said to be sufficient.

In real estate auctions, there are several types of objects, 
and the reason for limiting the analysis to residential objects 
is that it is not good to analyze all uses with the same model 
because the distribution or nature of data is different for each 
use. Residential use accounts for the largest portion of real 
estate auctions, and as mentioned earlier, about 400,000 cases 
of data have been accumulated over 10 years, so the number 

of data is sufficient. This is because a large percentage of 
those who participate in the auction want to buy a house or 
invest in a house, so the demand for predicting the bidding 
rate is also the highest.

2. Methodology

2.1 Literature review

The hedonic price model is a model invented by Rosen to 
calculate the intrinsic value of goods by calculating how many 
characteristics affect the price when Rosen determines the 
price of goods with various characteristics [5]. Since real estate 
prices are determined by numerous heterogeneous factors of 
real estate, it is good to apply the hedonic price model. In pre-
vious studies that tried to predict real estate auction prices or 
real estate prices, the hedonic price model was mainly used.

Lim [6] classified the uses in real estate auctions into 5 
types and 21 types in detail, and examined the regional and 
time-series characteristics of the bidding price. He analyzed 
the time-series characteristics of bidding rates through the sta-
tionary test and the Granger-causality test. It was found that 
changes in the bidding price of apartments in Seoul have a 
significant effect on the changes in the bidding price in the 
metropolitan area between 2 and 6 months.

Rhee [7] predicted the bidding rate for an apartment item 
during a real estate auction. He showed that machine learning 
methodologies performed better than linear regression, which 
has been mainly used for predicting bidding rates. Kim [8] 
analyzed the housing auction market through a time series 
forecasting method. This study also showed that RNN, a 
machine learning method, yields better results than GARCH, 
a traditional statistical method.

Eom [9] showed that model stacking showed better predic-
tive performance than a single machine learning model in the 
corporate default risk prediction model.

2.2 Ensemble learning

Ensemble learning is a technique for deriving more accurate 
predictions by creating several classifiers and combining the 
predictions. Instead of using one strong model, it is a way to 
help make more accurate predictions by combining several 
weaker models. There are two main types of ensemble learn-
ing: bagging, boosting, and stacking. In previous studies, Bag-
ging and Boosting-based models were used, but in this study, 
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we try to show that Stacking has better performance than Bag-
ging and Boosting-based single models.

2.2.1 Random forest

Among the ensemble models, it is a model using the bagging 
methodology. The bagging methodology is a method of synthe-
sizing the learning results after learning several decision trees 
in parallel to prevent overfitting of the decision trees. Random 
Forest uses soft voting and derives the final result from the 
average of the results of numerous predictors, so it has the 
advantage of low model variance [10]. In addition, since the 
number of hyperparameters is small, it is convenient for res- 
earchers to handle the model. Because it is a CART-based deci-
sion tree-based model, it can be used for both regression and 
classification.

2.2.2 XGBoost

It is a Boosting-based model among Ensemble models. 
Boosting methodology is a model that gradually reduces bias 
by putting the results of each decision tree into the next deci-
sion tree. It is a model that supplements the learning speed 

and overfitting problems, which are the disadvantages of the 
existing boosting-based model [11]. There is a feature that a 
regularization term exists to prevent overfitting. Like Random 
Forest, both classification and regression are possible with a 
CART-based model.

2.2.3 Light GBM

Light GBM is also a Boosting-based model among Ensem-
ble models. It has leaf-wise growth characteristics unlike other 
existing decision tree-based algorithms. Due to this, the learn-
ing speed of the model is very fast, and only a small amount of 
memory is used when dealing with large-sized data [12]. How-
ever, it shows similar performance to other decision tree based 
algorithms such as XGBoost.

2.2.4 CatBoost

It is a Boosting model among Ensemble models. Like 
XGBoost, it creates a tree in a level-wise growth method. 
Unlike the existing boosting model, after calculating the resid-
ual with some data, a model is created with it, and then the 
residual of the data uses the value predicted by the created 
model. This method is called Ordered Boosting, and at this 
time, the order is randomly changed to prevent overfitting. It 
has the advantage of not having to worry too much about 
parameter tuning because basic parameter optimization is well 
done. However, there is a problem in processing sparse data, 
and if most of the data are numeric variables, it is slower than 
Light GBM and the learning performance is low [13].

2.2.5 Model stacking

Model Stacking is a type of ensemble because it uses several 
algorithms [14]. It is a model that learns by using the data pre-
dicted by the individual model again as a training set. The train 
set and test set of the original data must exist, and three or 
more machine learning models learn the original train set and 

Fig. 1. Bagging.

Fig. 2. Boosting.

Fig. 3. Model stacking ensemble.
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accumulate the results. It is to predict the result by using the 
generated data as a new train set. Although model stacking has 
better performance than a single model, it is always a model 
with a high risk of overfitting. So, to supplement this problem, 
the overfitting problem was solved by using Cross Validation.

2.3 DNN

It is a deep learning model that increases the number of hid-
den layers to 3 or more layers in the Artificial Neural Network 
and puts an activation function between each layer. Activation 
functions can be used to model non-linear relationships. DNN 
learns data based on the principle of backpropagation. There 
are adaptive weights and biases in the neural network, and 
these weights and biases are adjusted to adapt to the train data.

2.4 Randomized grid search

One of the important factors in machine learning and deep 
learning learning is hyperparameter tuning. Even with the 
same model, performance may differ depending on how hyper- 
parameters are tuned. Randomized Grid Search is a search 
method to find the hyperparameter with the highest perfor-
mance after sequentially entering the values that can be put 
into the inputable hyperparameters. In this paper, Randomized 
Grid Search was used as a hyperparameter tuning method for 
models. Because the number of models used is large and the 
number of train data is large, the training time is long, so 
instead of Grid Search that searches all grids, Randomized 
Grid Search that searches several grids was used. Randomized 
Grid Search has a very short learning time compared to Grid 
Search, but its performance is similar.

3. Results

3.1 Data

This paper used real estate auction data from January 1, 
2010 to February 2021, provided by GiGi Auction. Among 
them, objects classified as residential use were used according 
to the classification of Gigi Auction, such as apartments, multi-
family houses, multi-family houses, and neighborhood houses. 
Most of the previous studies have very limited areas or uses, 
but in this paper, the entire country and residential use were 
used. The bidding rate was used as the dependent variable. As 
independent variables, variables such as exclusive area and 

number of floors, which are factors that reflect the characteris-
tics of real estate itself, variables representing regional charac-
teristics, and various variables representing characteristics of 
auctions were used.

Among the data provided, there were many cases in which 
the price was not paid even if the item was winningly bid. In 
this case, in most cases, an unreasonably large price was sim-
ply written incorrectly or deliberately used an unreasonably 
large price to prevent anyone from winning the bid, rather than 
for rational reasons such as a change in market price after win-
ning the bid. Therefore, after winning the bid, only the data for 
which the amount was paid was used, as it was judged that 
using only the data for which the amount was paid would gen-
erate less noise.

There was also a variable in the data indicating the status of 
the auction, whether the auction was closed or bid. However, 
the data in the case where the auction was closed normally 
existed, but the data in the case of the bidding was wrongly 
recorded or there was a lot of missing data. So, only the final-
ized data was used, but when conducting the actual test, it is 
not known whether the current auction will be bid or winning, 
so bias occurs. It is judged that better results can be obtained if 
the related data are supplemented in future studies.

Real estate auctions are data that do not have a time-series 
characteristic because once the auction is closed, the auction is 
not conducted again. However, since the degree of activation 
of the real estate market has a time-series characteristic, a pro-
cess to reflect this is necessary. In this paper, we do not use 
temporal data directly to learn data, but use a sliding window 
method that divides the entire section for learning and evalua-
tion. Rather than learning and evaluating data for a total of 11 
years at a time, we tried to reflect the trend at the time of the 
auction by proceeding to the end of the first quarter evaluation 
method of 5-year learning.

3.2 Empirical study

The nationwide residential auction data from 2010 to 2021 
was tested for a total of 25 sections with a train period of 5 
years and a test period of 1 quarter. Randomized Grid Search 
was used to find the optimal parameter settings for each basic 
machine learning model. Cross validation was set to 5 times to 
maintain robustness of hyperparameter setting. With the hyper-
parameter thus determined, the entire sliding window section 
is re-learned and evaluated. The hyperparameters of the base 
models of the ensemble stacking model to be compared with 
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the basic machine learning model were used as they were pre-
viously, and in the case of the meta model, the default parame-
ters of each model were used. As performance evaluation indi-
cators, Mean absolute percentage error (“MAPE”), which is 
mainly used for financial data evaluation, and Median absolute 
percentage error (“MdAPE”), which is similar but robust to 
outliers, were used.

The hyperparameters put in the Randomized Grid Search to 
find the optimal hyperparameters of Random Forest, XGBoost, 
Light GBM, CatBoost, and DNN, which are models to be used 
as benchmarks, are in Tables 1 to 5 below.

n_estimators and epoch are the number of iterations of train-
ing. max_depth means the max depth of the decision tree in 
the decision tree-based model, and as it gets larger, the explan-
atory power of the train set increases, but there is a risk of 
overfitting. When max_depth is -1, learning is performed with-
out limiting max_dapth. In early_stopping_rounds, if the 
results of the validation set do not improve for a certain num-
ber of training times, training is stopped and the model with 
the best performance is used before that. criterion is to decide 
which indicator to use when evaluating with the validation set. 
learning_rate and lr are hyperparameters that determine the 
learning rate of the model. If the learning rate is large, the data 
may deviate randomly and may not converge to the lowest 
point. Conversely, if the learning rate is too small, it takes a 
long time to learn, and it may not be possible to find a global 
minimum by converging to a local minimum. In DNN, batch 
size is the size of data given to each batch. Batch means a 
divided data set. All activation functions used in DNN used 
ReLU, and Adam optimizer was used as the optimizer. The 
number of layers was set to 3, and the number of nodes in each 
layer was designated as 2 to the nth power.

The hyperparameters adopted with the best performance for 
each model are as follows.

In Model Stacking Ensemble, using 3 or more base models 

Table 1. Random forest hyperparameters

n_estimators 200, 400, 800, 1200, 1600
max_depth 4, 7, 10, 15, 20, 25, -1
criterion mse, mae

Table 2. XGBoost hyperparameters

n_estimators 200, 400, 800, 1200, 1600
learning_rate 0.001, 0.005, 0.01, 0.05, 0.1, 0.15
max_depth 4, 7, 10, 15, 20, -1
early_stopping_rounds 100, 200
eval_metric mae, rmse

Table 3. Light GBM hyperparameters

n_estimators 200, 400, 800, 1200, 1600
learning_rate 0.001, 0.005, 0.01, 0.05, 0.1, 0.15
max_depth 4, 7, 10, 15, 20, 25, -1
eval_metric L1, L2

Table 4. CatBoost hyperparameters

n_estimators 200, 400, 800, 1200, 1600
learning_rate 0.001, 0.005, 0.01, 0.05, 0.1, 0.15
max_depth 4, 7, 10, 15, 20, 25, -1
early_stopping_rounds 100, 200
Eval_metric MAE, RMSE

Table 5. DNN hyperparameters

lr 0.001, 0.005, 0.01, 0.05, 0.1, 0.15
epoch 200, 400, 800, 1200, 1600
batch_size 256, 512, 1024, 2048, 4096
hidden [16,16,16], [16,32,16], [32,16,32], [16,64,16], 

[64,16,32], [32,32,32], [64,64,32]

Table 6. Selected hyperparameter

Models Selected hyperparameter

Random forest
n_estimators: 800
max_depth: 15
criterion: mse

XGBoost

n_estimaors: 10
learning_rate: 0.15
max_depth: 4
early_stopping_rounds: not used
eval_metric: mae

Light GBM
n_estimators: 400
learning_rate: 0.1
max_depth: 15

CatBoost

n_estimators: 1200
learning_rate: 0.005
max_depth: 10
early_stopping_rounds: 200
eval_metric: MAE

DNN

lr: 0.01
epoch: 1600
batch_size: 4096
hidden: [32,32,32]
threshold: 0.95
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is good for performance, so at least 3 of Random Forest, 
XGBoost, Light GBM, CatBoost, and DNN were used. For 
base model selection, a total of 16 combinations were used, 
including 10 selected 3 out of 5 models, 5 selected 4, and 1 
selected all, and 3 types of Random Forest, XGBoost, and 
Light GBM were used as meta models. A total of 48 combina-
tions were used. The hyperparameter of each base model was 
used as it was previously set, and the default value was used for 
the meta model. As a result, the model using Random Forest, 
XGBoost, and Light GBM as the base model and XGBoost as 
the meta model showed the best performance.

The final result of this model is shown in Table 8.
When looking at the average value of the results of each win-

dow when the train period was 5 years and the test period was 
1quarter, XGBoost showed the best performance among the 
base models, and the Model Stacking Ensemble showed the 
best performance among all models.

4. Discussion

In this paper, the bidding rate was studied using the data of 
Korean residential auctions from January 2010 to February 
2021 provided by Gigi Auction. Among the base models, 
XGBoost showed the best performance, and CatBoost showed 
the lowest performance because there were not many nominal 
variables. In the case of DNN, it is worse than XGBoost and 
Light GBM among machine learning models, but it shows bet-
ter performance than Random Forest and CatBoost. Model 

Stacking Ensemble shows better performance than base mod-
els. It can be said that the prediction is definitely better, given 
that both MAPE, which are relatively sensitive to outliers, and 
MdAPE, which are robust to outliers, perform well. Of course, 
there is only a 0.4 difference from XGBoost in percentage 
terms, but considering that the bidding price of each item is 
hundreds of millions of won, it can be said to be a significant 
difference in predictive performance.

In this paper, hyperparameter tuning for meta models was 
not performed when model stacking, but machine learning 
models have a large effect on the results of hyperparameters, 
so improving this point has room to produce better results. In 
addition, there is room for performance improvement by using 
other machine learning models as the base model or by using a 
different stacking structure.
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